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1 Introduction

Consider two images, f(x, y) and f ′(x, y), related by a geometric transforma-

tion. Given tentative point correspondences pk → p′
k for k = 0 . . . N , we want

to estimate the transformation, T , such that

f(x, y) = f ′(T (x, y)).

The functionT can be very complex—the image formation process likely yields

images that vary non-linearly in their geometry (radial lens distortion, for ex-

ample, varies non-linearly as a function of the radius from the centre of the

image). We limit ourselves to the simpler case where T is modelled as a linear

coordinate transformation,  x0

y0

z0

 = H

 x1

y1

1

 ,

and the 3× 3 matrix H represents a projection, encompassing rotation, scal-

ing, skew and perspective. (Note the use of homogeneous coordinates, ex-

plained in the next section.)

2 The transformation matrix

The ability of the transformation matrix, H , to represent a projective transfor-

mation is made possible by extending the two-dimensional position vector,

[x, y]T , to three components. The value of the last dimension may vary, and

defines an equivalence class so that zx

zy

z

 ≡

 x

y

1

 .
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Due to this property, these are known as homogeneous coordinates. Homo-

geneous coordinate are returned to Euclidean form simply by dividing with

the last element.

The form of the transformation matrix H determines the type of geomet-

ric transformation represented. For example,

H =

 cos(θ) − sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

 =

[
R 0

0T 1

]

represents a rotation of angle θ. Making use of the “1” in the homogeneous

coordinate, we can add translation

H =

 cos(θ) − sin(θ) tx

sin(θ) cos(θ) ty

0 0 1

 =

[
R t

0T 1

]
,

and multiply the rotation matrix by s to get scaling:

H =

 s cos(θ) −s sin(θ) tx

s sin(θ) s cos(θ) ty

0 0 1

 =

[
sR t

0T 1

]
.

Skewing can be introduced by multiplying the x and y parameters a and b,

e.g.,

H =

 sa cos(θ) −sb sin(θ) tx

sa sin(θ) sb cos(θ) ty

0 0 1


while perspective is adjusted in the final row,

H =

 sa cos(θ) −sb sin(θ) tx

sa sin(θ) sb cos(θ) ty

p0 p1 1

 .

In total, then, there are 8 parameters encoded in the H-matrix. Its elements

are

H =

 H00 H01 H02

H10 H11 H12

H20 H21 1


and, since H operates on homogeneous coordinates, it is homogeneous itself

(we can always divide H by a constant without changing its function). Lin-

ear transformation matrices can be combined. For example, say we want to

rotate an image around its centre at (xc, yc). We can express that operation
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as shifting the image upward and to the left, until its centre lies on the origin,

rotating the image and then translating it back to its original position. The

transformation matrix for this operation is

H = H−1
S HRHS

where

HS =

 1 0 −xc

0 1 −yc

0 0 1


and

HR=

 cos(θ) − sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

 .

The inverse H−1
S has the same function as HS , except that it translates in the

opposite direction. Note that the order of applying transformations matters;

each additional transformation must be pre-multiplied with the existing H .

3 Estimating a homography from correspondences

(direct method)

We wish to estimate the 8 unknown parameters of the transformation matrix

H , based on known point correspondences. The transformation of a source

coordinate, x, in Euclidean form (i.e., normalised so that z = 1) to a target

coordinate x′ = Hx yields

x′ = H00x+H01y +H02

y′ = H10x+H11y +H12

z′ = H20x+H21y +H22.

We now convertx′ back to Euclidean form by dividing with z′ . Then, we move

all terms to the left side:

x′

z′
− H00x+H01y +H02

H20x+H21y +H22
= 0

y′

z′
− H10x+H11y +H12

H20x+H21y +H22
= 0.
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Multiplying by the denominator yields

x′

z′
(H20x+H21y +H22)−H00x−H01y −H02 = 0

y′

z′
(H20x+H21y +H22)−H10x−H11y −H12 = 0

which can also be written as the system

Ah =


−x −y −1 0 0 0 x′x

z′
x′y
z′

x′

z′

0 0 0 −x −y −1 y′x
z′

y′y
z′

y′

z′

...





H00

H01

H02

H10

H11

H12

H20

H21

H22


= 0.

Each feature correspondence fills two rows of A, so that n point correspon-

dences yields a 2N × 9 matrix.

We now have to solve the homogeneous set of linear equations,

Ah = 0 h 6= 0.

For 4 point correspondences, the solution is the one-dimensional null-space

of A. For more correspondences, we seek the solution to

arg min
‖h‖=1

‖Ah‖ = arg min
‖h‖=1

hTATAh = λmin (1)

where λmin is the smallest eigenvalue of ATA. This is easily shown, given the

eigenvalues λi and corresponding eigenvectors qi of B = ATA. For

Q =
[
q1 q2 . . . qn

]
and D =


λ1

λ2

. . .

λn


it is true that BQ = QD or B = QDQT . Rewriting (1) in terms of this factori-

sation yields

arg min
‖h‖=1

hTQDQTh = arg min
‖y‖=1

yTDTy = arg min
‖y‖=1

λ1y
2
1 + λ2y

2
2 + . . .+ λny

2
n.

With λi = λmin, a minimum is achieved when all components of y are set to
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zero except for yi = 1. Since y = QTh, we find that h = Qy = qmin, the

eigenvector of B that corresponds to its smallest eigenvalue.

To find this eigenvector, examine the structure of the singular value de-

composition (SVD),

A = UΣV T ,

where the columns of U contain the eigenvectors of AAT and the columns of

V the eigenvectors of ATA corresponding to the singular values of A on the

diagonal of Σ. Recall that we are interested in the eigenvectors of ATA since

the vector h we are solving for is one such an eigenvector with its eigenvalue

closest to zero.

The SVD can be (and usually is) computed so that the singular values ap-

pear in decreasing order on the diagonal of Σ. Note that the eigenvalues of

the normal matrix ATA are the squares of the singular values of H . If the sys-

tem is exactly determined (i.e., with 4 point correspondences), there will be

exactly one zero singular value in the last position, which corresponds to the

last column of V —our solution. For an over-determined system, we choose

the solution as the last column of V , corresponding to the smallest eigenvalue

of ATA.

Often, when the skew and perspective distortion is small, we can limit H

to an affine transformation,

H =

 H00 H01 H02

H01 H11 H12

0 0 1

 ,

where we only need to solve for 6 unknown parameters.
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